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Abstract 
 

In this article, we forecast crude oil and natural gas spot prices at a daily frequency based on two 
classification techniques: artificial neural networks (ANN) and support vector machines (SVM). A s  a 
benchmark, we utilize an autoregressive integrated moving average (ARIMA) specification. We evaluate out-
of-sample forecast based on encompassing tests  and mean-squared prediction error (MSPE) . We find that at 
short-time horizons (e.g., 2-4 days), ARIMA tends to outperform both ANN and SVM. However, at longer-
time horizons (e.g., 10-20 days), we find that in general ARIMA is encompassed by these two methods, and 
linear combinations of ANN and SVM forecasts  are more accurate than the corresponding individual 
forecasts. Based on MSPE calculations, we reach similar conclusions: the two classification methods under 
consideration outperform ARIMA at longer time horizons.  
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1 Introduction 
 
 Forecasting economic activity has received considerable attention over the past fifty 
years. An increasing number of statistical methods, which frequently differ in structure, has 
been developed in order to predict the evolution of various macroeconomic time series, 
such as consumption, production and investment (e.g., Diebold 1998; Clements and Hendry 
1998, chapter 1). In the area of natural resources, commodity prices have been the focus of 
various studies (e.g., Roche 1995; Labys 1999; Morana 2001). Two recent articles by 
Dooley and Lenihan (2005) and Lanza, Manera and Giovannini (2005) deal with base 
metals and crude oil, respectively. Dooley and Lenihan consider a lagged forward price 
model and an autoregressive integrated moving average (ARIMA) model to test the cash 
price forecasting power. They conclude that ARIMA modeling provides marginally better 
forecast results. Lanza, Manera and Giovannini in turn utilize cointegration and an error 
correction model (ECM) to predict crude oil prices. They conclude that an ECM 
outperforms a naïve model that does not involve any cointegrating relationships. 
 

In recent years, the forecasting literature has shown that the combination of multiple 
individual forecasts from different econometric specifications can be used as a vehicle to 
increase forecast accuracy (e.g., Clemen 1989). In particular, Fang (2003) illustrates that, 
for the case of U.K. consumption expenditure, forecast encompassing tests are a useful tool 
to determine whether a composite forecast can be superior to individual forecasts. In 
addition, Fang argues that forecast encompassing tests are potentially useful in model 
specification, as forecast combination implicitly assumes the possibility of model 
misspecification.  
 Our study focuses on forecasting spot prices of crude oil and natural gas at a daily 
frequency for the sample period 1994-2005. The contribution of our work is twofold. First, 
we utilize one novel non-linear forecasting technique, which is based on support vector 
machines (SVM). SVM is a relatively new data classification technique, which has arisen 
as a more user-friendly tool than artificial neural networks (e.g., Burges 1998; Cristianini 
and Shawe-Taylor 2000). Applications of SVM to forecasting are fairly recent and have 
dealt primarily with financial and energy issues (e.g., Tay and Kao 2001, Kim 2003; Dong, 
Cao, and Lee 2005; Huang, Nakamori, and Wang 2005; Lu and Wang 2005).  

 
 The second contribution of this article is to perform encompassing tests for various 
time horizons by resorting to three non-linear models: ARIMA, artificial neural networks 
(ANN) and SVM. Our computations show that the time horizon is a key element to decide 
which model or combination of models can be preferable in terms of forecast accuracy.  
 
 This article is organized as follows. Section 2 briefly discusses the SVM technique, 
which is relatively recent in the forecasting literature, and it presents forecast accuracy and 
encompassing tests. Section 3 describes the data and discusses our estimation results. 
Section 4 concludes.  
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2 Methodology 
 
2.1 An overview of Support Vector Machines (SVM) 

SVM is a relatively recent technique within classification methods (e.g., Venables and 
Ripley 2002, chapter 12; Chang and Lin 2005). It consists of mapping a vector of attributes 
(i.e., regressors), x, into a higher dimensional space by a function φ, and finding a linear 
maximum-margin hyperplane.2 That is, we seek a classifying hyperplane of the form 
f(x)=ω′φ(x)+b=0.  

 
We penalize f(xi) when it is far off yi by means of an ε-insensitive loss function: 
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where ε is arbitrary.  
 

• The smallest distance to the hyperplane is called the margin distance. The 
hyperplane is called an optimal separating hyperplane if the margin is maximized. The data 
points that are located exactly the margin distance away from the hyperplane are 
denominated the support vectors.3 

 
Specifically, the ε-Support Vector Regression (ε-SVR) solves the following quadratic 

programming problem: 
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where C>0 is a penalty parameter and b is a constant term.  
 

The function )()(),(K jiji xxxx φ′φ=  represents a kernel. Well-known kernel 

functions are jiji '),(K xxxx =  (linear), d
jiji )r'(),(K +γ= xxxx , γ>0 (polynomial), 

                                                 
2 A maximum-margin hyperplane separates two clouds of points, and it is at equal distance from the two. The 
smallest distance from the hyperplane is called the margin of separation.  
3 The distance of a point xi to the hyperplane is given by |ω′φ(x)+b|/||? ||2. The margin distance is given by 
2/||? ||.  
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)||||exp(),(K 2
jiji xxxx −γ−= , γ>0 (radial basis function), and )r'tanh(),(K jiji +γ= xxxx  

(sigmoid). For the linear kernel case, the graphical representation of the SVM technique is 
given in Figure 1. As we see, we seek to minimize −ξ i  when yi is above f(x), and to 
minimize +ξ i  when yi is below f(x). The data points lying on the ε-tube are denominated the 
support vectors. In general, the larger ε the fewer the number of support vectors and, 
consequently, the sparser the representation of the solution. Nevertheless, a large ε is 
detrimental to the accuracy provided by the training data (i.e., the observations used to 
calibrate the model).  
 
2.2 Forecast evaluation 
 
 Granger y Newbold proposed the following statistic (see Enders 2004, page 85) 
which assumes that under the null hypothesis models 1 and 2 have the same mean-squared 
prediction error (MSPE), i.e., )ee(E 2

t2
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where rxz is the sample correlation coefficient between xt=e1t+e2t and zt=e1t–e2t, and H is the 
length of the forecast error series. If rxz is positive and statistically different from zero, 
model 1 has a larger MSPE than model 2. Otherwise, if rxz is negative and statistically 
different from zero, model 2 has a larger MSPE. 4 
 
2.3 Forecasting encompassing 
 

We also resort to a forecasting evaluation technique in Fang (2003), denominated 
forecasting encompassing. In particular, one of the specifications utilized by Fang is the 
following: 
 
 htt

)2(
ht,t2t
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where ht,tŷ +  is the forecast of yt+h based on information available at time t, and 

ththth yyy −=∆ ++ . (The difference operator is used due to non-stationarity of the time 
series).5 When β1=0 and β2≠0, the second model forecast encompasses the first. 
Conversely, if β1≠0 and β2=0, the first model forecast encompasses the second. In the case 
that both forecasts contain independent information for h-period ahead forecasting of yt, 
both β1 and β2 should be different from zero. It is worth noticing that no constraint is 
imposed on the sum β1+β2.  
 
                                                 
4 We also utilized Diebold and Mariano (1995) test but, except for very short-time forecast horizons, our 
results were inconclusive as to the performance of one model relative to another.  
5 Given that we utilize the natural logarithm of the time series, ∆hyt+h=yt+h−yt represents the return on y 
between times t and t+h.  
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 Equation (4) can be estimated in principle by ordinary least squares, utilizing 
standard errors robust to the presence of both heteroskedasticity and serial correlation. 
Nevertheless, if the two forecasts are highly collinear, Fang advises to resort to ridge 
regression.  
 
3 Data description and estimation 
 

The estimation results reported in this section were carried out with routines written 
by the author in S-Plus 7.0. In addition, the libsvm and nnet S-Plus library were utilized for 
implementing the SVM and the ANN techniques, respectively6.  

 
Our data set comprises daily observations of oil and natural gas spot prices (Crude Oil-

Arab Gulf Dubai FOB U$/BBL and Henry Hub $/MMBTU, respectively), and of the Dow 
Jones AIG commodity index (DJAIG) and AMEX oil and gas index for the sample period 
1994-2005. The data source is DataStream. Descriptive statistics of daily returns are shown 
in Table 1 and the variables in levels are depicted in Figure 2. As we see, natural gas 
experienced sharp fluctuations over the sample period, and the all four series show an 
increasing trend from 2002 onwards.  
 

The autocorrelation function (ACF) of crude oil and natural gas decay very slowly, 
suggesting the presence of a unit root (Figure 3). Indeed, the Elliott-Rothenberg-Stock, 
augmented Dickey-Fuller (ADF), and modified Phillips-Perron tests do not reject the 
presence of a unit root in either series. Therefore, an ARIMA specification is considered as 
a benchmark to assess the forecast performance of ANN and SVM. Specifically, an 
ARIMA (2, 1, 0) appeared as satisfactory to both price series. In order to fit the ANN and 
SVM specifications, we use as predictors the DJAIG and AMEX oil & gas indices. The 
ANN model comprises 1 hidden layer and 2 units in the  hidden layer. The SVM 
specification in turn is based on a radial kernel.  
 
 Our estimation strategy consists of leaving five months of data approximately for 
forecast evaluation. Specifically, we take a rolling window of about 2,900 observations, 
which allows us to obtain a series of 150 forecast errors for a time horizon that ranges 
between 1 and 20 days ahead. Figures 4 and 5 depict the evolution of the forecast errors 
yielded by the three estimation methods for 15- and 20-day ahead forecasts for oil and 
natural gas, respectively.  
 
 Table 2 and 3 provide more insight on how the forecast performance of the three 
model specifications evolves over time. Table 2 reports the Granger-Newbold statistic and 
its corresponding p-value for all three possible paired combinations of models. For oil, 
ARIMA has a smaller MSPE than ANN within 10-day ahead. However, for a longer time 
horizon, ANN outperforms ARIMA. SVM is the specification with the poorest MSPE 
performance, as both ARIMA and ANN have consistently smaller MSPE. For natural gas, 
the findings are slightly different. ARIMA always outperforms ANN, and it outperforms 

                                                 
6 Examples on the use of the libsvm library are given in the textbook by Venables and Ripley (2002). 
Documentation on the SVM technique can be found at Chih-Jen Lin´s website, 
www.csie.ntu.edu.tw/~cjlin/papers/.  
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SVM for forecasts between 1 and 15 days ahead. In contrast, this time SVM has always a 
better performance than ANN in terms of MSPE.  
 

Table 3 in turn reports forecast encompassing tests based on the discussion of 
Section 2.3. As we see, at short-time horizons (e.g., 2-4 days), ARIMA tends to outperform 
both ANN and SVM. However, at longer-time horizons (e.g., 10-20 days), ARIMA is in 
general encompassed by the two, and linear combinations of ANN and SVM forecasts are 
more accurate than corresponding individual forecasts in most cases. These findings 
corroborate what we concluded from Table 2, in that ARIMA is best for short-time 
horizons.  

 
In sum, ARIMA in general provides with more accurate step-ahead forecasts than 

SVM and ANN at short-time horizons. However, its performance gets poorer relative to 
these two classification methods as we move further away in time.  
 
4 Concluding remarks 
 

In this article, we have resorted to two classification techniques to forecast future 
spot prices of two commodities: artificial neural networks (ANN) and support vector 
machines (SVM). Whereas the former is already well-known in the forecasting literature, 
the latter has gained ground in economic and financial applications very recently.  

 
The forecast performance of the two above techniques is contrasted with that of a 

standard one, namely, ARIMA. Our computations, based on forecast encompassing and 
MSPE, show that ARIMA can be preferable to forecasting spot prices at very short-term 
horizons. However, at longer-time horizons, ANN and SVM outperform it, and, in addition, 
combined forecasts of these two techniques are more accurate than individual forecasts. 
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Figure 1  Graphical representation of the SVM technique for a linear kernel 
 
 

 
Note: f(x) represents the forecasting function, with f(x)=x′ω+b, where ω is the normal vector to f(x).  
 
 

Figure 2 Evolution of fuel prices and related indices 
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Figure 3  Autocorrelation functions of daily prices 
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Figure 4  Rolling-estimates of out-of-sample forecast errors for crude oil 
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Figure 5  Rolling-estimates of out-of-sample forecast errors for natural gas 
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Table 1  Statistics of daily returns: January 1994-December 2005 

 
Statistic Natural gas DJAIG AMEX oil & gas Crude oil 

Minimu m −1.273 −0.043 −0.061 −0.129 
1st Qu. −0.018 −0.005 −0.006 −0.012 
Median 0.000 0.000 0.000 0.001 
Mean 0.001 0.000 0.000 0.000 

3rd Qu. 0.018 0.005 0.008 0.013 
Maximu m 0.876 0.048 0.069 0.147 

Std. deviation 0.062 0.008 0.012 0.021 
Skewness −1.422 0.028 −0.129 −0.224 

Excess Kurtosis  103.29 1.78 1.96 3.27 
Observations 3,077 3,077 3,077 3,077 

 
Table 2  Granger-Newbold test for out-of-sample forecast evaluation 

 
Crude oil 

 ARIMA-ANN ARIMA-SVM SVM-ANN 
horizon (days) statistic p-value statistic p-value statistic p-value 

5 –8.80 0.00 –11.82 0.00 1.97 0.03 
10 –2.76 0.00 –7.27 0.00 3.93 0.00 
12 –0.91 0.18 –6.72 0.00 5.32 0.00 
15 1.49 0.07 –6.44 0.00 7.60 0.00 
18 3.41 0.00 –6.25 0.00 9.84 0.00 
20 4.66 0.00 –5.96 0.00 11.02 0.00 

Natural gas 
 ARIMA-ANN ARIMA-SVM SVM-ANN 

horizon (days) statistic p-value statistic p-value statistic p-value 
5 –13.45 0.00 –10.81 0.00 –4.04 0.00 
10 –7.87 0.00 –6.14 0.00 –3.21 0.00 
12 –6.69 0.00 –4.73 0.00 –3.52 0.00 
15 –5.51 0.00 –3.27 0.00 –3.53 0.00 
18 –3.93 0.00 –1.94 0.03 –3.08 0.00 
20 –2.89 0.00 –1.34 0.09 –2.17 0.02 

 
Note: The ARIMA-ANN pair notation implies that ARIMA is model 1 and ANN is model 2, etcetera.  
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Table 3  Forecast encompassing 

 
Oil Natural gas 
h=2 h=2 

ARIMA ANN SVM ARIMA ANN SVM 
slope prob slope prob slope prob slope prob slope prob slope prob 
0.47 0.00 0.05 0.02 -- -- 0.45 0.00 0.02 0.23 -- -- 
0.50 0.00 -- -- −0.01 0.63 0.46 0.00 -- -- 0.01 0.60 

-- -- 0.07 0.01 −0.02 0.55 -- -- 0.03 0.25 0.00 0.97 
  h=4      h=4    
ARIMA ANN SVM ARIMA ANN SVM 

slope prob slope prob slope prob slope prob slope prob slope prob 
0.43 0.00 0.13 0.00   0.41 0.00 0.05 0.08   
0.48 0.00 -- -- 0.01 0.77 0.41 0.00 -- -- 0.05 0.15 

-- -- 0.15 0.00 −0.02 0.53 -- -- 0.05 0.28 0.02 0.76 
  h=10      h=10    
ARIMA ANN SVM ARIMA ANN SVM 

slope prob slope prob slope prob slope prob slope prob slope prob 
0.35 0.02 0.37 0.00 -- -- 0.34 0.14 0.14 0.00   
0.45 0.01 -- -- 0.10 0.06 0.34 0.14 -- -- 0.18 0.00 

-- -- 0.40 0.00 −0.05 0.29 -- -- 0.03 0.78 0.16 0.12 
  h=15      h=15    
ARIMA ANN SVM ARIMA ANN SVM 

slope prob slope prob slope prob slope prob slope prob slope prob 
0.19 0.19 0.56 0.00 -- -- 0.35 0.15 0.22 0.00   
0.46 0.03 -- -- 0.07 0.27 0.31 0.18 -- -- 0.30 0.00 

-- -- 0.62 0.00 −0.14 0.00 -- -- 0.06 0.48 0.25 0.01 
  h=20      h=20    
ARIMA ANN SVM ARIMA ANN SVM 

slope prob slope prob slope prob slope prob slope prob slope prob 
0.06 0.68 0.70 0.00 -- -- 0.29 0.29 0.33 0.00   
0.50 0.05 -- -- 0.03 0.66 0.18 0.50 -- -- 0.40 0.00 

-- -- 0.78 0.00 −0.23 0.00 -- -- 0.20 0.01 0.23 0.02 
 
Notes: Parameter estimates are obtained from expression (4). The slopes correspond with β1 and β2, whereas “prob” 
denotes the p -value of the t-statistic of each parameter estimate.  
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